
Industrial & Systems Engineering 
Seminar Announcement 
 

Robust statistics and learning via optimization 
 

 Robust statistical methods have two main aims: (1) obtain high quality estimates in 

spite of contaminated data, and (2) detect which data are really `outliers', i.e. don't meet the 

usual expectations or assumptions. We highlight the role that optimization plays in achieving 

these goals. For example, classic approaches to robust statistics replace the least squares 

minimization criterion for regression with other penalties, such as 

Huber: https://en.wikipedia.org/wiki/Huber_loss 

We then look at the advantages of a nonsmooth nonconvex `trimmed' formulation, 

proposed in the 1980's for regression, that can achieve objectives (1) and (2) for any machine 

learning model.  The approach is illustrated using examples from machine learning and 

computer vision models. Algorithms and applications are based on material in the paper 

below - if you have time, skim the abstract, intro, and applications (section 4) before the 

talk.  https://arxiv.org/abs/1610.01101 
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