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Accelerate Parallelism in Large Scale AI 
 

 Parallelism is the key strategy to improve the efficiency for solving large scale 

machine learning tasks, by involving multiple workers to work in parallel. In this talk, three 

frameworks are introduced to accelerate the parallel computation in minimizing ML 

objectives. The first framework is to study the asynchronous parallelism to avoid the 

synchronization overhead in the traditional syntonization framework. Our work solves an 

open theoretical problem by showing the convergence and speedup properties of the 

asynchronous stochastic gradient method used in modern machine learning tools such as 

Tensorflow, CNTK, and MXnet. The second framework is to design the decentralized 

computational topology to avoid the communication traffic at the central node in the 

traditional centralized computational topology. This work is selected to be an oral paper at 

NIPS2017. The third framework is to study how to design algorithms using low precision data 

to reduce the communication and computation complexity while ensure the correctness. All 

three frameworks are validated in both theory and practice in our work.  
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