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Abstract: The empirical success of deep learning is often attributed to SGD’s mysterious 
ability to avoid sharp local minima in the loss landscape, as sharp minima are known to 
lead to poor generalization. Recently, empirical evidence of heavy-tailed gradient noise 
was reported in many deep learning tasks, and it was argued that SGD can escape sharp 
local minima under the presence of such heavy-tailed gradient noise, providing a partial 
explanation to the mystery. This talk analyzes a popular variant of SGD where gradients 
are truncated above a fixed threshold. We show that it achieves a stronger notion of 
avoiding sharp minima: it can effectively eliminate sharp local minima entirely from its 
training trajectory. Further, we rigorously characterize the first exit times from local 
minima and prove that under some structural conditions, the dynamics of heavy-tailed 
truncated SGD with small learning rates closely resemble those of a continuous-time 
Markov chain that never visits any sharp minima. Real data experiments on deep neural 
networks confirm our theoretical prediction that SGD with truncated heavy-tailed 
gradient noise finds flatter local minima and achieves better generalization. 
This talk is based on the joint work with Xingyu Wang and Sewoong Oh. 
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